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Motivation
Modeling and generating language

• Language encapsulates ideas.


• Factual knowledge


• Molly Seidel won the bronze medal in the 2020 Olympic marathon. 

• State of the art language model:


•
Today’s lecture



Motivation
Modeling and generating language

• Language encapsulates ideas.


• Common sense


• I tipped the bottle. As a result, the liquid in the bottle poured out. 

• State of the art GPT-3 language model:


•
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Motivation
Modeling and generating langue

• Generating language is useful. 

• Programming assistants



Today’s lecture
A common language modeling recipe underlies all of these applications. 

Open-Ended Generation

Dialogue

Long-form QA

Machine Translation Program Synthesis



What is a language model?

• Given previous words, scores next-words

0.81

0.11

0.01

z

a
the cat and

sat

0.00

…

Language 
model

…



How do we generate text?

• Graph search!
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How do we generate text?

• VERY large graph!
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What if we want the highest-scoring text?
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O(num wordssequence length)

• Scoring all edges with the neural network &  
selecting maximum is infeasible



Greedy search
• Choose the highest scoring token at each step
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Beam search
• Expand a “beam” of paths at each step 
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Constrained search

What is the mass of Jupiter?

Generate a question containing all of the given words. 

Words: Jupiter, Mercury, Venus, mass

(GPT3)

Specification

Very Large  
Language Model



Write a sentence with: car ∧ drive ∧ snow

shop during

at

for

Beam Search

Beam search : no constraints!



Write a sentence with: car ∧ drive ∧ snow

I drive my car during the

winter

day

summer

Left-to-right search : myopic!

since it’s hot outside.

to avoid the snow. 
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A* search

• A* Search: best-first search with future heuristics


• 


• : score to reach node 


• : estimated cost from  to goal.

f(n) = s(n)⏟ + h(n)
⏟

s(n) n

h(n) n



• Initialize priority queue of nodes 


• Until goal reached:


• Expand best node from 


• Score and add the node’s neighbors to 

Qf

Qf

Qf

 storageQf : O(num wordssequence length)

Use a beam instead : “A*esque” search

A* search



NeuroLogic A*-Esque Decoding [Lu et al 2022]

Write a sentence with: car ∧ drive ∧ snow

max (P( ))

max (P( ))

max (P( ))

I
drive my car during the

winter

day

summer since it’s hot outside.

to avoid the snow. 



Constraints: {sponge, pour, pool, side, clean}

beam search

The woman, whose name has 
not been released, was taken to 
a local hospital, where she was 

listed in stable condition, 
according to the sheriff's office.

completely irrelevant

The man cleans a sponge in 
a pouring pool at the side 

of the road.

NeuroLogic

slightly awkward 

C

(sponge ∨ sponges) ∧ (pour ∨

(clean ∨ clean ∨ cleans ∨ cleaning)

pours ∨ pouring ∨ poured) ∧

(pool ∨ pools) ∧ (side ∨ sides) ∧

The boy cleaned the side of the 
pool with a sponge, and poured 

water over it .

A* NeuroLogic

Example output: Pour water on a sponge and use it 
to clean the side of the pool.



Constrained MT
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Theorem  
Let  be an even integer. 

Then  is odd.
x

x + 5
Proof by Contradiction: Aiming for a 
contradiction, suppose  is even.x + 5
Then there exists  such that .r ∈ ℤ x + 5 = 2r
But from Odd Integer Plus Odd Integer is Odd, 

 is odd.2r + 1
The result follows by Proof by Contradiction.

Fake theorem Invalid reasoning

Greedy 
SearchLanguage  

model

https://proofwiki.org/wiki/Definition:Even_Integer
https://proofwiki.org/wiki/Definition:Odd_Integer


• Stepwise Stochastic Beam Search  
[Welleck et al 2022]


• Beam-search over arbitrary-length segments 
with a constraint scoring function.

Constrained 
Search

Even Integer 
Odd Integer 

Integer 
Proof by Contradiction

Language  
model

Theorem  
Let  be an even integer. 

Then  is odd.
x

x + 5

Constrained 
Search

Proof by Contradiction: Aiming for a 
contradiction, suppose  is even.x + 5
Then there exists an integer  such that .k x + 5 = 2k
This contradicts the premise that  is even.x
Hence, by Proof by Contradiction,  is odd.x + 5

https://proofwiki.org/wiki/Definition:Even_Integer
https://proofwiki.org/wiki/Definition:Odd_Integer


Recap

• Text generation is graph search!


• Searching for a path in a directed graph of tokens


• Edges: scored by a neural language model


• New search algorithms : higher quality, constraint satisfaction, etc.



Thanks for your attention!


