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Motivation

Modeling and generating language

 Language encapsulates ideas.

 Factual knowledge

e Molly Seidel won the medal in the 2020 Olympic marathon.

I am a highly intelligent question answering bot.

Q: Who was president of the United States in 19557
A: Dwight D. Eisenhower was president of the United States in 1955.

Q: Molly Seidel won which medal in the 2020 Olympic marathon?
A: Molly Seidel won a bronze medal in the 2020 Olympic marathon.



Motivation

Modeling and generating language

 Language encapsulates ideas.

e Common sense

e | tipped the bottle. As a result,

« State of the art GPT-3 language model:

I will continue your sentence based on my common-sense understanding of the world:

I tipped the bottle. As a result, the drink spilled out.



Motivation

Modeling and generating language

 Generating language is useful.
* Dialogue

®* You: What have you been up to?
Friend: Watching old movies.
You: Did you watch anything interesting?
Friend: Yes, I watched The Omen and Troy.



Motivation

Modeling and generating language

 Generating language is useful.

e Machine translation

English Japanese

Computer FRREWNTA TP &
science is fun, RREFNOZEE
since it HAgbhbtEcaVE

12— ATV RXF

combines =
Interesting ideas ’i L’ L\. % oc é—° |
Kyomibukai aidea to genjitsu sekai e

Wlth real-WOI"d no eikyd o kumiawaseta konpyita
- Saiensu wa tanoshi monodesu.
Impact.




Motivation

Modeling and generating langue

 Generating language is useful.

 Programming assistants
sentimentsts % write_sql.go es.py L Yo u r AI pu i r pr og r u m m e r

#!/usr/bin/env ts—-node
GitHub Copilot uses the OpenAl Codex to suggest code and entire functions in

real-time, right from your editor.

import { fetch } from "fetch-h2";

// Determine whether the sentiment of text is positive

// Use a web service
async function isPositive(text: string): Promise<boolean> {
const response = await fetch( http://text-processing.com/api/sentiment/ , {

method: "POST",
body: " text=${text}’,
headers: {
"Content-Type": "application/x-www—-form-urlencoded",
}
};
const json = await response.json();
return json.label === "pos";

}
& Copilot




Today'’s lecture

A common language modeling recipe underlies all of these applications.

Open-Ended Generation Long=-form QA

How has technological growth increased so
exponentially in the last 50 years?

Build next-gen apps with
OpenAl’s powerful models. ¢ 175Bbestof6d >

OpenAI's API provides access to GPT-3, which performs a wide There are many explanations for the exponential growth in technology in
variety of natural language tasks, and Codex, which translates the last century. One explanation is that the pace of technological
natural language to code. progress speeds up exponentially over time because of a common force

driving it forward'®!. Another explanation is that each new generation of

technology stands on the shoulders of its predecessors, allowing for

imnrarramante that lanad +A tha navt manaratinn Af arran hattar

Machine Translation Program Synthesis Di1alogue

= Google Translate

- r—=e | have 2 cats.
X Text B Documents @ Websites You r AI pq I r prog rq m mer e |work as a teacher at a middle school.
With GitHub Copilot, get suggestions for whole lines or entire functions right inside your editor. ° my favorlte CO|Or IS ye“OW‘
DETECT LANGUAGE ENGLISH SPANISH v ENGLISH SPANISH ARABIC v e idislike country music.
-Signup>
Translation Dialogue
#!/usr/bin/env ts-node ° Human: h|’ do you have any pets?
import { fetch } from "fetch-h2"; e — Model: i do! i have 2 CatS.
0/ 5,000 Contradiction e Human: cool, what are the names of your cats?
' async function isPositive(text: ring): Promise<boolean> { o o
. . : OsnﬂlaiteFZtc:1(f‘Z:tp:j/textfprz:essin;.com/api/sentiment/‘, { —— MOdElZ | dO nOt have any petS. What IS yOUF CatS name?

Neutral e Human: i don't have a cat, just a dog. do you play any sports?
e Model: sadly, no, i sing in the church choir, so no home time.

& GitHub Copilot




What is a language model?
* Given previous words, scores next-words

ool ~
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How do we generate text?

* Graph search!

the cat sat
on the mat

é

Language
model



How do we generate text?

* VERY large graph! <
the cat ~ : -

O(num wordsS€duence length)



What if we want the highest-scoring text?

Computer

| science is fun,
BRE N T T & ‘. since it
REEFRNOZEZ" I : B combines

HHELELIVE I C ~ teresting |
1—49 YA TV % Interesting ideas

Lo D oa with real-world
impact.

O(num wordsSeduence length)

o Scoring all edges with the neural network &
selecting maximum is infeasible



Greedy search

* Choose the highest scoring token at each step

the cat sat
on the mat

é




Beam search

 Expand a “beam” of paths at each step

the cat sat
on the mat




Constrained search

010}

[ What is the mass of Jupiter?
111 . T

Very Large ¢
Language Model

Generate a question containing all of the given words.

Specificaticn Words: Jupiter, Mercury, Venus, mass

A O




Beam search : no constraints!

Write a sentence with: car A drive A show

Beam Search

for

shop during

at



Left-to-right search : myopic!

Write a sentence with: car A drive A show

I my during the

summer

030» winter

(

O.30» day

since It’s hot outside.

to avoid the snow.



A* search

e A* Search: best-first search with future heuristics

. S) = s(n) + h(n)

» s(n): score to reach node n

» h(n): estimated cost from n to goal.



A* search

- Initialize priority queue of nodes (J;
» Until goal reached:

» Expand best node from Qf

- Score and add the node’s neighbors to (),

O O(num words® SHAUEHEE length) storage

Use a beam instead : “A*esque” search



NeuroLogic A*-Esque Decoding [Lu et al 2022]

Write a sentence with: car A drive A show

summer _since-it’s hotoutside. max (P( %%))
| my during the

winter toavoid the snow. max (P(£12))

day max (P( %%%))



Constraints: {sponge, pour, pool, side, clean}
Example output: Pour water on a sponge and use it
to clean the side of the pool.

beam search

The woman, whose name has
not been released, was taken to
a local hospital, where she was

listed in stable condition,

according to the sheriff's office.
T ——————————————————————————

completely irrelevant

Neurologic

The man cleans a sponge in
a pouring pool at the side

of the road.
—

slightly awkward

(sponge V sponges) A (pour Vv
pours v pouring vV poured) A
(pool v pools) A (side v sides) A C

(clean v clean v cleans v cleaning)
S ———————————————————

Neurologic

The boy cleaned the side of the
pool with a sponge, and poured
water over It .
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Theorem
Let x be an even integer.

Then x + 5 is odd. Prootf by Contradiction: Aiming for a

l contradiction, suppose x + 3 is even.
Then there exists r € Z such thatx + 35 = 2r.

> But from Odd Integer Plus Odd Integer is Odd,

2r + 1is odd. .~
The result foflows by Proof by Contradiction.

Language

model

Fake theorem Invalid reasoning


https://proofwiki.org/wiki/Definition:Even_Integer
https://proofwiki.org/wiki/Definition:Odd_Integer

Theorem

Let x be an even integer.
Then x + 35 is odd.

Proof by Contradiction: Aiming for a

Constrained contradiction, suppose x + 3 is even.

Language Search > Then there exists an integer k such that x + 5 = 2k.

model LEN, This contradicts the premise that x is even.

ence, by Proof by Contradiction, x + 3 is odd.

Even Integer
Odd Int  Stepwise Stochastic Beam Search
tegst [Welleck et al 2022]

Integer
« Beam-search over arbitrary-length segments

Proot by Contradiction with a constraint scoring function.


https://proofwiki.org/wiki/Definition:Even_Integer
https://proofwiki.org/wiki/Definition:Odd_Integer

Recap

* [ext generation Is graph search!
e Searching for a path in a directed graph of tokens
 Edges: scored by a neural language model

 New search algorithms : higher quality, constraint satisfaction, etc.



Thanks for your attention!



